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ABSTRACT
A mathematical model has been developed for simulating
the performance of small-scale fuel-cell cogeneration sys-
tems. An experimental programme has been conducted to
calibrate the model (i.e. establish its inputs) to simulate
the performance of a prototype solid-oxide fuel-cell system.
Data from a disjunct set of experiments were used to em-
pirically validate this model and its calibration. Despite the
challenges in calibrating some terms which are significant to
the model’s energy balances and despite some internally in-
consistent measurements, comparisons between model pre-
dictions and quantities derived from the measurements were
found to range from acceptable to excellent. Agreement was
found to be best for aspects of the model that could be iso-
lated in the simpler comparisons while agreement was less
satisfactory when examining parameters that required the
concurrent operation of all aspects of the model.

KEYWORDS
Fuel cell cogeneration, empirical validation.

INTRODUCTION
Small-scale (< 10 kW) cogeneration—the concurrent
production of electricity and heat from a single fuel
source—is an emerging technology with the potential
to reduce energy consumption and GHG emissions.
The decentralized production of electricity could also
reduce electrical transmission and distribution con-
gestion and alleviate utility peak demand problems.
A number of manufacturers worldwide are develop-
ing natural-gas-fired cogeneration devices for single-
family and multi-family residential buildings based
upon fuel cells, internal combustion engines, and Stir-
ling engines (Knight and Ugursal, 2005) while adop-
tion of the technology is being encouraged by energy
utilities (e.g. Powergen in UK; Tokyo Gas in Japan)
and by favourable electricity tariff structures (e.g. the
German Combined Heat and Power Act).

These small-scale cogeneration devices have only mod-
est electrical conversion efficiencies:∼10-35% of the
source fuel’s lower heating value (LHV). Consequently,
the effective exploitation of the cogeneration device’s
thermal output for space heating, space cooling, and/or
heating domestic hot water is crucial if high levels
of overall energy efficiency and the associated en-
vironmental benefits are to be realized. Given this
strong coupling between the cogeneration device and
the building, it is necessary to incorporate models of
cogeneration devices into whole-building simulation
in order to provide answers to significant questions on
the applicability and impact of the technology, such as:

• What are the net energy and GHG impacts?

• What combinations of building envelope, occu-
pancy pattern, and climate are favourable for co-
generation?

• What are the optimal dispatch strategies?
• How should the building’s thermal plant be config-

ured to maximally exploit the thermal output?
• What are the appropriate electrical generation and

thermal storage capacities?

These factors motivated the formation of Annex 42 of
the International Energy Agency’s Energy Conserva-
tion in Buildings and Community Systems Programme
(IEA/ECBCS). This international collaborative project
aims to develop, validate, and implement models of co-
generation devices for whole-building simulation pro-
grams. IEA/ECBCS Annex 42 has developed a math-
ematical model for simulating the performance of fuel
cell cogeneration systems (Beausoleil-Morrison et al.,
2006b). This is a system-level model that considers the
thermodynamic performance of all components that
consume energy and produce thermal and electrical
output. The model relies heavily upon empirical infor-
mation that can be acquired from the testing of coherent
systems or components and is designed for operation
at a time resolution in the order of minutes.

An experimental programme has been conducted with
a prototype solid-oxide fuel-cell (SOFC) cogeneration
system. This consisted of a series of experiments with
varied and controlled boundary conditions. The exper-
iments were segregated into two groups:

• 45 calibration experiments which yielded data that
were used to calibrate the model (i.e. establish its
inputs) to represent this specific device.

• 16 validationexperiments.

The current paper treats the validation of the mathe-
matical model and the accuracy of its calibration using
the empirical data gathered from the validation experi-
ments. A brief review of pertinent aspects of the math-
ematical model is first provided, followed by a concise
presentation of the model’s calibration to represent the
prototype SOFC device. The majority of the paper
is dedicated to comparisons between simulations con-
ducted with the calibrated model and measurements
from the validation experiments. Concluding remarks
are then provided along with recommendations for fu-
ture work.

MODEL DESCRIPTION
The IEA/ECBCS Annex 42 fuel cell cogeneration model
is based upon an energy balance approach. For reasons
of extensibility and adaptability it discretizes the co-
generation system’s components into control volumes



that produce electrical power, supply air, capture heat
from the hot product gases, etc. Energy balances are
formed and solved for each control volume on a time-
step basis, this to accurately treat the interactions with
the building, the occupants, and control systems. Each
control volume is modelled in as rigorous a fashion
as possible given the constraints of computational ef-
ficiency and the need to calibrate model inputs based
upon the testing of coherent systems.

Energy balances

The fuel cell’s stack, reformer, and afterburner are rep-
resented by a control volume known as the fuel cell
power module (FCPM). Its energy balance can be writ-
ten in the following form,

Ḣ f uel + Ḣair = Pel + ḢFCPM−cg

+qskin−loss+qFCPM−to−dilution
(1)

WhereḢ f uel andḢair represent the enthalpy carried into
the control volume by fuel and air (for electrochemical
and combustion reactions as well as excess air).Pel is
the net DC power production, that is the stack power
less ohmic losses in cabling and the power draw of an-
cillaries (e.g. the fan that supplies the air).ḢFCPM−cg

represents the enthalpy carried out of the control vol-
ume by the exiting gas stream (the products of the elec-
trochemical and combustion reactions as well as the
excess air and the inert constituents of the fuel). The
final two terms in equation 1 represent thermal losses:
qskin−loss is the radiant and convective heat transfer to
the containing room whileqFCPM−to−dilution represents
the heat transfer from the FCPM to the air stream which
is drawn through the cogeneration device’s cabinet to
comply with gas venting requirements of safety codes.

The thermal energy of the FCPM’s hot exhaust gases
(represented by thėHFCPM−cg term in equation 1) is
transferred through a heat exchanger to a water loop
connected to the building’s plant. This provides the co-
generation device’s useful thermal output (qHX). This
heat transfer is characterized with the log mean tem-
perature difference (LMTD) method for counterflow
heat exchangers1,

qHX =

(UA)e f f ·
(TFCPM−cg−Tw−out)− (Tg−out−Tw−in)

ln
(

TFCPM−cg−Tw−out

Tg−out−Tw−in

) (2)

WhereTFCPM−cg is the temperature of the hot gases
exiting the FCPM and entering the heat exchanger and
Tg−out is the temperature of the cooled gases exiting
the heat exchanger.Tw−in is the temperature of the
cold water at the heat exchanger inlet andTw−out is
the temperature of the warmed water exiting the heat
exchanger.(UA)e f f is the effective product of the heat
transfer coefficient and area (W/K).

A power conditioning system converts the FCPM’s DC
1A more complex approach is employed when conditions
are such that water vapour in the gas stream can condense.

output to AC power to supply the building’s electrical
loads and perhaps to export power to the grid. A simple
energy balance is used to represent the control volume
for this device,

PAC = ηPCU ·Pel (3)

Where PAC represents the cogeneration device’s AC
power production andηPCU is the DC-AC power con-
version efficiency.

Equations 1 through 3 outline the methods used to char-
acterize the energy balances for three of the model’s
control volumes. Similar techniques are employed for
the remaining six control volumes.

Empirical coefficients

There is a great deal of interdependency between the
nine energy balances and the individual terms of the
energy balances. For example, the net DC power pro-
duction (appearing in equations 1 and 3) is related to
the fuel consumption (and thus theḢ f uel term of equa-
tion 1) through the FCPM’s electrical efficiency,

εel =
Pel

Ṅf uel ·LHVf uel
(4)

Whereεel is the electrical efficiency anḋNf uel is the
molar flow rate of the fuel.

Many of the individual terms of the energy balances
are empirical in nature and are evaluated on a time-step
basis. For example, the FCPM’s electrical efficiency
required by equation 4 is given by2,

εel = ε0 + ε1 ·Pel + ε2 ·P2
el (5)

Whereεi are empirical coefficients.

Similarly, (UA)e f f required in equation 2 is expressed
as a parametric relation of the water (Ṅw) and gas (̇Ng)
flow rates through the heat exchanger,

(UA)e f f = hxs,0 +hxs,1 · Ṅw +hxs,2 · Ṅ2
w

+hxs,3 · Ṅg +hxs,4 · Ṅ2
g

(6)

Wherehxs,i are empirical coefficients.

The DC-AC power conditioning efficiency is given by,

ηPCU = u0 +u1 ·Pel +u2 ·P2
el (7)

Whereui are empirical coefficients.

Expressions similar to equations 5 through 7 are used to
evaluate many of the other terms in the energy balances
on a time-step basis.

Solution procedure

At each time-step of a simulation, the building simula-
tion program invokes the fuel cell cogeneration model
and passes it a control signal requesting a given AC
power output (PAC). The fuel cell’s operating point is
2Equation 5 also contains terms that express degradation as
a result of operational time and stop-start cycling, but these
are omitted here for the sake of clarity.



established by determining the FCPM’s net DC power
production (Pel) through solution of equations 7 and
3. The electrical efficiency (εel) is calculated with
equation 5 and the required fuel consumption (Ṅf uel)
determined with equation 4. A polynomial expression
is used to estimate the enthalpy of each fuel constituent
(CH4,C2H6, N2, etc.) as a function of its supply temper-
ature. This along witḣNf uel establishes the first term
of the equation 1 energy balance. Clearly, any errors
in the evaluation of equations 3, 4, 5, and 7 or in the
εi or ui empirical coefficients will lead to errors in the
determination of the fuel consumption.

Similar methods are used to establish the other terms of
equation 1, which is then solved to yield the enthalpy
carried out of the control volume by the gas stream
(ḢFCPM−cg). The composition of this gas stream is
determined by assuming complete reactions between
the fuel constituents and the air’sO2,

CxHy +
(
x+ y

4

)
·O2 → x ·CO2 + y

2 ·H2O (8)

When the results of equation 8 are added to the flow
rates of the non-reacting fuel and air constituents, the
composition and flow rate (Ṅg) of the product gas
stream are established. The polynomial function men-
tioned above is then applied in an iterative manner to es-
tablish the temperature (TFCPM−cg) corresponding to the
value ofḢFCPM−cg solved by equation 1. Clearly, any
errors in the evaluation of any of the above-mentioned
equations (and others not mentioned here) or any errors
in their empirical coefficients would lead to errors in
the estimate ofTFCPM−cg.

This temperature is then used in the modelling of the
heat exchanger. Firstly, the flow rate of the product gas
stream (̇Ng) is used to establish(UA)e f f using equa-
tion 6. A re-arrangement of equation 2 is then solved
to determine the cogeneration device’s useful thermal
output (qHX) and the heat exchanger’s exiting gas and
water temperatures. Once again, any errors in the eval-
uation of the many terms that lead toṄg andTFCPM−cg

will propagate into errors in the prediction ofqHX.

MODEL CALIBRATION
The previous section outlined some of the model’s
equations requiring empirical coefficients (5, 6, and 7).
These coefficients are the model’s inputs. The form
of these empirical equations was chosen to facilitate
model calibration based upon the testing of coherent
fuel cell cogeneration systems. The calibration process
essentially involves the design and execution of exper-
iments that isolate the performance of specific aspects
of the cogeneration system. Quantities are derived
from the measured data and regressions performed to
establish the empirical coefficients.

As mentioned in the paper’s introduction, such a cali-
bration has been performed for a prototype cogenera-
tion system. The experimental configuration, types of
instrumentation employed, operating scenarios exam-

Figure 1: Equation 5 versus measurements for calibration
experiments

ined, uncertainty analysis, and regression methods are
detailed in Beausoleil-Morrison et al. (2006c).

Figure 1 illustrates this effort’s calibration of equation
5. Seven experiments were performed over a range
of Pel. For each of these 7 experiments, the value of
Pel was derived from two voltage measurements and
two current measurements (one pair to establish the
stack power production less cabling ohmic losses and
the other the DC power draw of ancillaries). These
derivedPel values along with measurements ofṄf uel

were used to evaluate equation 4 to derive the value of
εel for each of the 7 experiments. The value ofLHVf uel

required by equation 4 was derived from the fuel’s
composition as determined through gas chromatogra-
phy. Theεel values derived from the measurements
are plotted along the figure’s x-axis. The error bars
represent the uncertainty at the 95% confidence level,
as determined by propagating instrument bias errors
and precision indices using the method described by
Moffat (1988).

The experiments resulted in 7 pairs of derivedεel and
Pel values. A non-linear regression of equation 5 was
performed with these data to yield the calibratedεi em-
pirical coefficients. Theεel subsequently determined
with equation 5 using theseεi coefficients are plotted
on the y-axis of Figure 1. Essentially this figure ex-
amines the ability of equation 5 and the calibratedεi

coefficients to represent the data from which the co-
efficients were derived. Table 1 presents the average
deviation (error) inεel between the calibration and the
values derived from the measurements from the 7 ex-
periments. It also presents the root-mean-square (rms)
and the maximum errors.

This calibration procedure was repeated for all terms
pertinent to this SOFC system3. Figure 2 illustrates the
calibration of one of these other terms,qFCPM−to−dilution

which is treated as a constant value in the model. The
uncertainty associated with this derived quantity is sig-
nificant, for reasons explained in Beausoleil-Morrison
et al. (2006c). The goodness-of-fit metrics for the cali-
bration of each term are given in Table 1. An estimated

3The model is general in nature and as such includes control
volumes and terms not relevant to this particular device.



Table 1: Calibration goodness-of-fit metrics

average rms max
error error error

εel 0.4% 0.6% 1.2%
Ṅair 2.3% 2.8% 5.6%
(UA)e f f 1.9% 2.1% 3.2%
Heat exchanger con-
densation

11% 12% 21%

ηPCU 0.1% 0.2% 0.2%
qFCPM−to−dilution 3.2% 3.9% 7.7%
qskin−loss ± 20% of nominal value

Figure 2: qFCPM−to−dilution calibration versus
measurement for calibration experiments

uncertainty rather than goodness-of-fit metrics are pre-
sented for theqskin−loss term of equation 1 since it was
determined from a single experiment during which in-
frared images were captured of the cogeneration de-
vice’s external surfaces. These were used to estimate
surface temperatures and classic heat transfer relations
were used to estimate the free convection and longwave
radiation losses.

Figures 1 and 2 and Table 1 demonstrate that the cal-
ibrations of the individual terms of the model accu-
rately represent the calibration data. Worthy of note
are the significant uncertainties associated with pre-
dicting condensation in the heat exchanger, as well as
with the dilution and skin loss heat transfer terms.

VALIDATION APPROACH
Methodology

The validation of building simulation programs is a
complex and challenging field that has existed almost
as long as building simulation itself. Extensive efforts
have been conducted under the auspices of the IEA,
ASHRAE, the European Committee for Standardiza-
tion (CEN), and others to create methodologies, tests,
and standards to verify the accuracy and reliability of
building simulation programs. Notable examples in-
clude Jensen (1993); Lomas et al. (1994); Judkoff and
Neymark (1995) and CEN (2004).

In addition to providing consistent methods for com-
paring predicted results from simulation programs, these
initiatives have proven effective at diagnosing errors:
inadequacies of simplified mathematical models at rep-
resenting the thermodynamic processes occurring in

reality; mathematical solution inaccuracies; and cod-
ing errors (bugs). A pragmatic approach composed of
three primary validation constructs to investigate these
errors has been widely accepted (Judkoff and Ney-
mark, 1995): analytical verification, empirical valida-
tion, and comparative testing.

The second are third methods have been employed to
validate the fuel cell cogeneration model. Prior to
empirically validating the model, comparative testing
was performed to verify the model implementations.
The first method, analytical validation, has not been
employed due to the complex nature of the devices
and the lack of appropriate analytic solutions for the
relevant thermodynamic processes.

A general principle applies to all three of these val-
idation constructs. The simpler and more controlled
the test case, the easier it is to identify and diagnose
sources of error. Realistic cases are suitable for test-
ing the interactions between algorithms, but are less
useful for identifying and diagnosing errors. This is
because the simultaneous operation of all possible er-
ror sources combined with the possibility of offsetting
errors means that good or bad agreement cannot be
attributed to program validity.

Comparative testing

The model has been independently implemented into
five simulation platforms. This provided a unique op-
portunity to apply inter-model comparison testing to
diagnose mathematical solution and coding errors. A
suite of 50 test cases, each carefully constructed to
isolate a specific aspect of the model, was created
(Beausoleil-Morrison et al., 2006a). Collectively these
test cases examine every aspect of the model and exer-
cise each line of its source code implementations.

The comparison of simulation predictions between the
five programs revealed numerous solution and coding
errors that were subsequently addressed. As a result,
this exercise has verified the implementations of the
model: it can be stated with a high-degree of con-
fidence that the implementations are now error free.
Consequently in conducting the empirical validation
work, any discrepancies between simulation predic-
tions and measurements could be attributed to inade-
quacies in the mathematical model or to the calibration
of its inputs.

EMPIRICAL VALIDATION
Time-step comparisons for one experiment

Four boundary conditions fully define the operational
state of the cogeneration device:

• The AC power production (seePAC in equation 3).
• The flow rate of water through the heat exchanger

(seeṄw in equation 6).
• The temperature of the cold water at the heat ex-

changer inlet (seeTw−in in equation 2).
• The temperature of the air supplied to the FCPM



Figure 3: Equivalencing simulation boundary conditions to
replicate measurements

(see theḢair term in equation 1).

These boundary conditions were maintained as con-
stant as possible during each of the 16 validation ex-
periments. Instantaneous measurements ofPel, Ṅair ,
and Ṅf uel were taken every second and the averages
over the minute were logged to file. All other measure-
ments were taken every 15 seconds and the minutely
averages logged. Figure 3 plots the one-minute aver-
ages of two of the boundary conditions (PAC andTw−in)
over the 10-minute duration of one of the validation
experiments. The error bars in the figure represent the
instrumentation bias errors.

An ESP-r (ESRU, 2005) simulation was configured to
replicate this experiment. The boundary conditions
supplied to ESP-r were equivalenced to the measure-
ments and a simulation conducted with a 1-minute
time-step. This boundary condition equivalencing is
illustrated in Figure 3. There is a slight time shift be-
tween the measurements and the simulation: the simu-
lation was executed at the top of each minute whereas
the experimental data were logged a few seconds past
the top of each minute.

By equivalencing the boundary conditions, direct com-
parisons could then be made between the ESP-r simu-
lation results and the measurements. In keeping with
the accepted validation methodology’s tenet of simplic-
ity, the FCPM’s net DC power production (Pel) is first
compared.Pel is calculated with equations 3 and 7 us-
ing theui coefficients and subject to thePAC boundary
condition. Therefore, disagreement between simula-
tion’s predictions and measurements would indicate a
problem with these aspects of the model and/or the
calibration of theui coefficients.

The top-left corner of Figure 4 compares the simu-
lations to the measurements. As can be seen, the
simulation predictions agree with the measurements
within the instrumentation bias error at most of the 10
1-minute intervals. The exception occurs at both the
beginning and end of the experiment, where the simu-
lation produces a slightly greater variation inPel from
one time-step to the next. (Note the scale of the y-axis.)
This slight disagreement was determined to be the re-
sult of the iterative solution procedure employed in the

Table 2: Goodness-of-fit metrics for time-step simulation
predictions for one validation experiment

average rms max
error error error

Pel 0.3% 0.4% 0.8%
Ṅf uel 2.2% 2.2% 2.9%
(UA)e f f 1.4% 1.7% 3.5%
qHX 6.7% 6.7% 8.0%

ESP-r implementation of the model. Notwithstanding,
the average, rms, and maximum deviation between the
simulation predictions and measurements indicates ex-
cellent agreement overall (see Table 2): the maximum
deviation is less than 1%.

The comparisons illustrated in Figure 4 involve greater
interactions between algorithms (i.e. less simplicity)
as one moves from left to right and from top to bot-
tom. The top-right corner compares the simulation’s
predictions of the fuel consumption to the measure-
ments. This examines the same aspects of the model
as the precedingPel comparison, in addition to equa-
tions 4 and 5 and theεi empirical coefficients (refer
to the earlier discussion onsolution procedure). The
simulation predictions agree with the measurements
within the instrumentation bias error (only 2% of the
measured value for this experiment) at a number of the
10 1-minute intervals and the goodness-of-fit metrics
indicate an excellent prediction overall (see Table 2).

The bottom-left corner of Figure 4 compares the sim-
ulation’s predictions of the heat exchanger’s(UA)e f f

value to the measurements. This examines the validity
of the form of equation 6 and thehxs,i coefficients. In
addition, it stresses the aspects of the model that es-
tablishṄg. The simulation predictions agree with the
measurements within the instrumentation bias error at
each of the 10 1-minute intervals. The goodness-of-
fit metrics are similar in magnitude to those for the
calibration of thehxs,i coefficients (see Table 1).

The bottom-right corner of Figure 4 compares the sim-
ulation’s predictions of the useful thermal output (qHX)
to the measurements. This examines the combined
influence of most aspects of the model. Of particular
significance is the large uncertainty associated with the
qskin−loss andqFCPM−to−dilution terms of the equation 1
energy balance. As can be seen in the figure, the sim-
ulation predictions lie outside the measurement bias
uncertainty at all points. However, the goodness-of-
fit metrics given in Table 2 are reasonable given the
uncertainty associated with the calibration of the two
aforementioned heat loss terms: the maximum devia-
tion between simulation predictions and the heat flow
derived from measurements is 8%.

Time-averaged comparisons for 16 experiments

The 16 validation experiments varied in duration from
10 minutes to over 10 hours (long experiments were
required when condensation formed in the heat ex-



Figure 4: Time-step comparisons of four key simulation predictions for one experiment

changer). The near-constant boundary conditions were
time-averaged over each experiment and an ESP-r sim-
ulation was configured to equivalence these conditions.
This resulted in simulation predictions for 16 sets of
time-averaged boundary conditions. Averages were
then formed of the derived quantities from the mea-
surements.

These comparisons are illustrated in Figure 5. The
quantities derived from the measurements are plotted
along the x-axis while the simulation predictions are
plotted on the y-axis. The diagonals represent the line
of perfect agreement. The error bars in the x-direction
represent the uncertainty at the 95% confidence level
of the time-averaged quantities derived from the mea-
surements. The goodness-of-fit metrics are presented
in Table 3.

In general terms, the simulation predictions deviate fur-
ther from the measurements as complexity increases.
Moving from left to right on the graph and from top to
bottom involves greater interaction between algorithms
and this affords the possibility of error propagation. It
appears from the bottom-right corner of Figure 5 that
there may be a systematic bias in theqHX predictions.
In fact, a number of the predictions lie within or just
outside of the uncertainty bars. The four experiments
in which water vapour from the gas stream condensed
in the heat exchanger produced the greatest values of

Table 3: Goodness-of-fit metrics for simulation predictions
for the 16 validation experiments

average rms max
error error error

Pel 0.2% 0.2% 0.5%
Ṅf uel 1.2% 1.9% 6.1%
(UA)e f f 5.4% 6.0% 9.5%
qHX 7.9% 8.4% 12.2%
ηnet−AC 1.2% 1.8% 5.8%
ηth 8.5% 8.8% 13%
ηcogen 5.3% 5.6% 8.9%

qHX. These experiments show some of the greatest de-
viation between simulation results and measurements.
As explained earlier there is considerable uncertainty
associated with the calibration of this aspect of the
model.

Furthermore, the error bars in the bottom-right of Fig-
ure 5 likely underestimate the true experimental un-
certainty. The uncertainty at the 95% confidence in-
terval was calculated through the propagation of bias
errors and measurement precision indices through a
root-sum-square method (Moffat, 1988). The bias er-
rors were established mainly based upon instrumenta-
tion specifications. As such, the uncertainty bars in the
figure represent the errors associated with two type-
T thermocouples (bias errors of 0.1oC) that measured



Figure 5: Time-averaged comparisons of four key simulation predictions for the 16 validation experiments

Tw−in and Tw−out and a water flow meter to measure
Ṅw(bias error of∼2%). In contrast, the simulation pre-
dictions are dependent upon the calibration of equation
6. This calibration relies upon the aforementioned in-
struments as well as two type-K thermocouples (bias
errors of 2.2oC) that measuredTFCPM−cg andTg−out (re-
fer to equation 2). Analysis of the measured data re-
vealed an inconsistency in the measurements of these
four temperatures,̇Nw, andṄg: the derived heat flow
from the heat exchanger’s gas stream was often less
than the derived heat flow to the water stream. This in-
dicates that the instrumentation bias errors may have in
fact been greater than the manufacturer specifications.
Or, that placement of one or more of the thermocouples
may have biased the readings, i.e. it may not have been
reading the intended state point. Taken in this context,
it can be stated that the goodness-of-fit metrics indicate
reasonable agreement between simulation results and
measurements over the 16 validation experiments.

The final check on the model’s validity is made through
examining the predictions of three key outputs, the
net efficiencies for electrical, useful thermal, and total
output from the cogeneration device,

ηnet−AC =
PAC

Ṅf uel ·LHVf uel
(9)

ηth =
qHX

Ṅf uel ·LHVf uel
(10)

ηcogen= ηnet−AC+ηth (11)

These three efficiency values would be of prime im-
portance in a simulation-based assessment of the per-
formance of residential cogeneration systems. Their
calculation depends upon the interaction of all aspects
of the model. The comparison of the simulation predic-
tions of these quantities with the values derived from
the measurements are illustrated in Figure 6 and the
goodness-of-fit metrics are presented in Table 3. As
can be seen, simulation predictions of the electrical
efficiency are in better agreement than those for the
thermal efficiency. However, for the reasons elabo-
rated above it can be stated that the ability of the model
to predict performance is quite reasonable.

CONCLUSIONS
This paper has demonstrated the validity of a mathe-
matical model—and its calibration—for simulating the
performance of fuel cell cogeneration systems. Perti-
nent aspects of the mathematical model were described
and the methods used to calibrate the model (i.e. es-
tablish its inputs) using data gathered through 45 ex-
periments conducted with a prototype solid-oxide fuel-
cell (SOFC) cogeneration system were presented. The
methodology used to validate the model and its imple-
mentation into building simulation programs was then
elaborated. This described how inter-model compara-



Figure 6: Time-averaged comparisons of efficiencies for the
16 validation experiments

tive testing was used to eliminate coding and solution
errors. The paper then described how measured data
from 16 experiments (disjunct from the 45 experiments
used to calibrate the model) were used to empirically
validate the model and its calibration. It showed how
simulations were equivalenced with experimental con-
ditions and how measured values and quantities derived
from the measurements were compared to simulation
predictions. These comparisons spanned a range of
model parameters, progressing from the simplest case
in which only a small subset of the model was exer-
cised, to the complex which involved the concurrent
operation and interaction of all aspects of the model.

The paper identified the aspects of the model with the
greatest uncertainty, that is the calculation of para-
sitic thermal losses and the condensation of the ex-
haust gas’ water vapour within the heat recovery de-
vice. The paper explained how this uncertainty could
propagate errors into the simulation predictions of the
useful thermal output. In addition, an inconsistency
in the measurements related to the heat recovery de-
vice were revealed, and probable explanations were
postulated. This observation exacerbated comparisons
between simulation predictions of the useful thermal
output and the values derived from measurements.
Notwithstanding, acceptable to excellent agreement
between simulation predictions and measurements was
found for numerous key parameters and over the range
of the 16 experiments. The conclusion is drawn that
the model fairly represents the performance of fuel
cell cogeneration devices and their sub-systems and
that the calibrated model produces valid predictions of
the performance of the prototype SOFC system.

In the future it is hoped that the model calibration pro-
cedure will be repeated for other fuel cell cogeneration
devices. In addition, simulations will be performed
will the calibrated model to predict the performance of
the prototype SOFC system under different operating
scenarios and coupled to houses with various thermal
and electrical demand characteristics. These results
will provide insight into the potential benefits of this
nascent technology.
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